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AIM & IMPORTANCE

● AIM
○ To perform Oversampling on Heterogenous graphs with class imbalance using SMOTE 

technique to improve downstream tasks.
○ Experimenting the technique on both multiple class imbalances and metapaths to gain 

more insight.

● IMPORTANCE
○ Heterogeneous graphs represent a wide range of real-life data.
○ Heterogeneous graphs with imbalanced class distributions are challenging problem cause 

of the obvious lack of data, affecting the model’s overall performance as well as the 
performance on the minority class.

○ Current SMOTE technique was applied on homogeneous graphs and hence did not address 
different node and edge types.
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Heterogeneous Graphs datasets and models
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Homogeneous graphs           &         Heterogeneous graphs

SaturnDATASET

    A-Miner A-II
● 28645 Author nodes
● 21044 Paper nodes
● 18 Venue nodes
● 69311 A-P edges
● 46391 P-P edges
● 21044 P-V edges
● Abstract and title 

embeddings of papers
● 4 classes

DATASET

    Cora
● 2708 paper nodes
● 1433 dimensional 

Attributes
● 7 classes
● 5429 paper-paper 

citation edges



Node 
classification

Single or Multiple
Edge generator

Node generator

Experiment Implementation

Type Based Neighbour 
Aggregator 

Content 
Aggregator

ENCODER GraphSMOTE for homogeneous graphs
HeteroGSMOTE for heterogeneous graphs

CLASSIFIER / TASK



Results for GraphSMOTE



Results for HeteroGSMOTE



Further plans

03 Additionally, we aspire to enrich our research by incorporating new and 
intriguing heterogeneous datasets, particularly those that provide 

labels for all nodes within the graph structure.

04This will enable us to explore the potential benefits of meta-path-based 
oversampling, with a focus on elucidating their impact on model 
performance and generalization.

01 Run our model in different settings, like using LSTM instead of FC, 
using entire data instead of masking, and introducing class 

imbalances in multiple classes within the dataset.

02We also plan to do a comparative study of our model with other 
baseline models.
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